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Abstract. Parsing is the process of recovering structure from strings, an essential part of
implementing programming languages. Previous work has shown that formalizing languages
and parsers using an idiomatic type theoretic approach can be simple and enlightening. Unfor-
tunately, this approach has only been applied to regular languages, which are not expressive
enough for many practical applications. We are working on extending the type theoretic
formalization to context-free languages which substantially more expressive. We hope our
formalization can serve as a foundation for reasoning about new disambiguation techniques
and even more expressive formalisms such as data-dependent grammars.
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1 Introduction

Parsing is the conversion of flat, human-readable text into a tree structure that is easier for com-
puters to manipulate. As one of the central pillars of compiler tooling since the 1960s, today almost
every automated transformation of computer programs requires a form of parsing. Though it is such
a mature research subject, it is still actively studied, for example the question of how to resolve
ambiguities in context-free grammars [[].

Recent work by Elliot uses interactive theorem provers to state simple specifications of languages
and that proofs of desirable properties of these language specifications transfer easily to their parsers
[B]. Unfortunately, this work only considers regular languages which are not powerful enough to
describe practical programming languages.

In this paper, we formalize context-free languages and show how to parse them, extending
Elliot’s type theoretic approach to language specfication. One of the main challenges is that the
recursive nature of context-free languages does not map directly onto automated theorem provers
as they do not support general recursion. We use a fuel-based approach to solve this problem.

We make the following concrete contributions:

— We extend Elliot’s type theoretic formalization of regular languages to context-free languages.

For this paper we have chosen Agda as our type theory and interactive theorem prover. We
believe our definitions should transfer easily to other theories and tools. This paper itself is a
literate Agda file; all highlighted Agda code has been accepted by Agda’s type checker, giving us a
high confidence of correctness. Unfortunately, we are still working out the proof of three postulates
in Section B.9. These are the only postulates that we have yet to prove.

2 Languages

In this section, we summarize the basic definitions from previous work by Elliot [B]. We leave out
details and proofs in some places and refer the interested reader to his work.



2.1 Languages

We define languages as being functions from strings to types.m
Lang = String — Type
The result type can be thought of as the type of proofs that the string is in the language.

Remark 1. Note that a language may admit multiple different proofs for the same string. That is
an important difference between the type theoretic approach and the more common set theoretic
approach, which models languages as sets of strings.

This is a broad definition of what a language is; it includes languages that are outside the class of
context-free languages.

Ezample 1. The language a™b™c™ can be specified as follows:

abc : Lang
abc w =X NAXn— w= (repeat n 'a ++ repeat n ‘b ++ repeat n ‘c)

We can show that the string aabbcc is in this language by choosing n to be 2, from which the
required equality follows by reflexivity after normalization:

aabbcc i abc (fa::'a: b thifen e [])
aabbcc = suc (suc zero) , refl

Example E shows that it is possible to specify languages and prove that certain strings are in those
languages, but for practical applications we do not want to be burdened with writing such proofs
ourselves. The compiler should be able to decide whether or not your program is valid by itself.

2.2 Nullability and Derivatives

To facilitate proving the inclusion of strings in a language, we start by decomposing the problem.
A string is either empty or a character followed by the tail of the string. We can decompose the
problem of string inclusion along the same dimensions. First, we define nullability v as the inclusion
of the empty string in a language as follows:

v : Lang — Type
v L=/L]]

Second, we define the derivative § of a language £ with respect to the character ¢ to be all the
suffixes of the words in £ which start with the c.

6 : Lang — Char — Lang
0Lec=Aw— L (c:w)

The relevance of these definitions is shown by Theorem m

Theorem 1. Nullability after repeated derivatives fully captures what a language is. Formally, we
state this as follows:

vofoldl 6§ £ =L

1 'We use Type as a synonym for Agda’s Set to avoid confusion.



2.3 Decidability

From our type theoretic perspective, parsing a string is the same thing as producing an element of
the result type of a language for that given input string, or showing that no such element can exist.
In Agda, we encode this using the following Dec data type which is parameterized by a type A and
contains a constructor yes for when you can produce an element of A or no if you can show that no
such element exists.

data Dec (A4 : Type) : Type where
s: A — Dec A
0:(A— 1) —»DecAd

Sometimes we want to change the parameter type of a Dec. For that we need to provide conversion
functions between the old and the new type in both ways.

map? : (A <> B) — Dec A — Dec B

map? f (yes z) = yes (to f z)
map? f (no =4) = no A z — —A (from f z)

2.4 Grammars and Parsing

We have seen in Example m that our definition of language is very general, comprising even context-
sensitive languages. Parsing such languages automatically poses a significant challenge. Hence, we
side-step this problem by restricting the scope of our parsers to a smaller well-defined subset of
languages. In this subsection, we consider a subset of regular languages without Kleene star (i.e.,
closure under concatenation). In Section P, we extend this class of languages to include fixed points
which subsume the Kleene star.

data Gram : Lang — Type; where

0 : Gram (A 1)

€ : Gram ()\w%wz[])

char : (¢ : Char) — Gram (A w = w=c:[])
_+_:Dec A— Gram £ — Gram (A w — A x £ w)
_U_ :Gram £; = Gram £5 — Gram (A w — £, w W £y w)

_*_ : Gram £; — Gram £,
— Gram (A w — X String A u — X String A v = (w = u ++ v) X L1 u X Ly v)
<4_ (£ & £Ly) — Gram £; — Gram £,

Remark 2. The Gram data type is parameterized by its language. This ties the constructors directly
to their semantics.

By recursion over this data type of grammars, we can define a decision procedure for nullability
and derivative function; both are correct by construction.

v? . Gram £ — Dec (v £)
0?7 : Gram £ — (c: Char) — Gram (6 £ ¢)



Together, decidable nullability and the derivative function can be combined to decide whether any
string is in the language described by a grammar.

parse : Gram £ — (w : String) — Dec (£ w)
parse G [| = v? G
parse G (¢ :: w) = parse (07 G ¢) w

Thus, we have defined a parser for our simple grammars.

3 Context-free Languages

Regular languages can be useful for describing patterns in program text, but they are not sufficient to
model the full language of a programming language. For example, balanced brackets are a common
syntactic element in programming languages.

Example 2. We can boil the problem down to the following language which consists only of balanced
brackets:

brackets;, : N — Lang

brackets;, zero _ = L
brackets;, (suc k) w = (w = [])
WE[u](w="T=[ ++ w4+ 7::]]) x brackets, k u)
W (T u]Iv] (w=u-++ v) x brackets, k u x brackets, k v)

brackets : Lang
brackets w = 3[ k | brackets; k w

Remark 3. The brackets, function is truncated after k recursive calls to ensure termination, which
is required for all functions in type theory. The proper language brackets asserts that, for a string
to be in the language, there must exist a & which is large enough that the truncation becomes
irrelevant for that particular string.

3.1 Context-free Grammars

This language of balanced brackets is famously context-free. To support languages such as these we
add variables, var, and fixed points, 4, to our grammars.

data Gram (n : N) : Set; where
0 e: Gram n
char : Char — Gram n
_+_:Dec A— Gram n — Gram n
_U_ _*_:Gram n — Gram n — Gram n

var : Fin n — Gram n
& Gram (suc n) — Gram n

[_]s : Gram n — (Fin n — Lang) — N — Lang



[vari], Tkw=T4w
[ G, T zerow= L
[ GlpT(suck) w=[G], ([n G, Tk+>T)kw

[_] : Gram n — (Fin n — Lang) — Lang
[GITw=3Fk][G],Tkw

Ezxample 3. This allows us to write a grammar for the language of balanced brackets.

bracketsG : Gram n
bracketsG = p (e U char ‘[ % var zero * char ‘| U var zero * var zero)

Lemma 1. We can map over context and the fuel of the truncated semantics.

mapl' : (G : Gram n) (T T’ : Fin n — Lang)
— ((i: Finn) — {w: String} =T iw—T"7w)
S [GlLTkw—=[G], T kw

mapk . k<E —->[G, Tkw—-][G], T kK w

Lemma 2. We can map a change of variables over a grammar and we can substitute variables.
This essentially shows that grammars form a relative monad.

rename : (Fin n — Fin m) — Gram n — Gram m

subst : Gram n — (Fin n — Gram m) — Gram m

3.2 Parsing

Parsing our context-free grammar follows the same structure as the simple grammars from Sec-
tion R.4. Concretely, we define functions that compute the nullability, 7, and derivatives, §7. For
this section we have taken inspiration from a blog post by Grenrus [g]

Ezxample 4. Let us consider the balanced bracket grammar example. We can see that it is nullable
because it contains an € in the fixed point. It is also possible to parse the empty string by taking
one iteration of the fixed point using the var zero x var zero part and then the e for both recursive
calls, but note that we always need to end in an empty base case. Thus, for a fixed point to be
nullable, it must be nullable even if we do not consider the recursive calls.

The derivative of the balanced bracket grammar can be taken with respect to any character,
but only the character ‘[ results in anything interesting because any string in the balanced bracket
language needs to start with an opening bracket. The first thing we might try is to unroll the fixed
point one step, yielding the following grammar:



bracketsG; : Gram n
bracketsG; = e U char ‘[ % bracketsG * char ‘| U bracketsG # bracketsG

We know how to take the derivative of the first two parts, but bracketsG  bracketsG seems problem-
atic because its derivative depends on the derivative of bracketsG itself. Luckily, we can introduce
a new fixed point when describing the derivative to refer to the derivative itself.

bracketsG' : Gram n
bracketsG' = 11 (bracketsG * char ‘| U var zero * bracketsG)

Nullability Computing the nullability now requires us to deal with grammars that contain free
variables, but we can make use of a context I'v which tells us how to compute the nullability of
those variables.

v?: (G : Gram n) (T'v : (i : Fin n) — Dec (v (I" ))) = Dec (v ([ G] T))

The simple cases remain the same except that I'v now has to be passed properly to recursive calls.
We skip to the two new cases: variables and fixed points. For both cases we need a helper. In the
case of variables this helper just deals with converting between the truncated semantics and the
proper semantics.

vlicsvvari]T : v (T 4) > v ([var i ] T)
to vlicsv|vari]l’ z = zero ,
from vlisvfvaril (_, z) = =

For the fixed point, we need to formalize the intuition from Example H Recall that we noted how
determining the nullability of a fixed point only requires unrolling it once and no more.

VGleovuG v ([G](A_—= L):>T) v ([peG]T)

We are still working on a proof of this property, but we have been able to reduce it to the following
postulate which states that, if a grammar with free variables is nullable, either the nullability is
independent of that variable, or that variable itself needs to be nullable.

postulate vGL—vGLlwv L v ([ G, (L :>T)k) v ([G], (AN = L):=>T)kWrv L
Using these two helpers, we can define the nullability of variables and fixed points as follows:

v? {T =T} (var §) Tv = map? (vTivv]vari]T {T' =T}) (T'v i)
v? (n G) Tv = map? vGL<wvuG (v? G (no (A ()) > Tw))

Derivatives Computing the derivative also requires us to deal with free variables in our grammar.
For derivatives, we need to keep track of four different environments:

1. The language environment, I', which contains the language of each variable.
2. The nullability environment, I'v, which tells us the nullability of all variables.
3. The derivative environment, I'd, which keeps track of the derivative of each variable.



4. The unrolling environment, I'o, which allows us to replace each variable by the fixed point that
bound it, thus unrolling the fixed point.

The Gram data type is no longer parameterized by its semantics, so we first define a syntactic
derivative function §7 and afterwards prove that it corresponds to the semantic derivative.

6?7 : (T : Fin n — Lang) (Tv : (¢ : Fin n) — Dec (v (T %))) (I'§ : Fin n — Gram m)
(To : Fin n — Gram m)
— Gram n — Char — Gram m

Again, all simple cases are the same except for passing around the environments correctly to recur-
sive calls, so we skip to the two new cases for variables and fixed points. For variables, we simply
look up their derivative in the derivative environment. For fixed points, we need to show how to
extend each of the four environments. Here we apply the same trick as we discovered in Example {),
namely that we introduce a new fixed point which allows us to refer to the derivative itself.

0?7 __T5_(vari) _=Td1
N T TvITéTo (1 G) ¢ =

pw(@?(pG]T 2> T)
W {r =T} (¢ G)Tw > Tw)
(var zero 2> (rename suc o I'9))
(subst (12 G) (rename suc o I'g) ::> (rename suc o I'g))
G ¢)

We show the correctness of the syntactic derivative by showing that every string accepted by the
result of taking the syntactic derivative of a grammar is also accepted by the semantic derivative
of the original grammar and vice versa. The last two arguments specify that the unrolling and
derivative environment actually contain what they are supposed to contain.

074>6 : (G : Gram n) {I' : Fin n — Lang} {T'"”: Fin m — Lang}
{Tv : (i: Fin n) — Dec (v (T ¢))} {T'0 : Fin n — Gram m} {T'c : Fin n — Gram m}
= ((i:Finn) > [Toi] I’ < T4
= ((i:Finn) = [Toi] T < 4§ (T ) c)
S [N?TTvIdTo Ge] T 6 ([G]T) ¢

We are still working on proofs for two parts of this correspondence. First, if a substitution corre-
sponds pointwise to a change of environment, substituting all variables in a grammar also corre-
sponds to a change of environment.

postulate substl'c : {T'o : Fin n — Gram m} (G : Gram n)
= ((i:Finn) 5 [Toi]T"<Ti)—[subst GTo [TV [G]T

Second, we are still working on proving the correctness of the syntactic derivative of fixed points.

postulate
07<30p : (G : Gram (suc n)) {T" : Fin n — Lang} {I"”: Fin m — Lang}
{Tv: (¢: Fin n) — Dec (v (T ¢))} {T'§ : Fin n — Gram m} {T'o : Fin n — Gram m}
— ((i:Finn) > [Toi] T« T4



= ((i:Finn) = [Toi] T < 4§ (T 1) c)
=S [NTTvIoTo (n G) c] T’ 6 ([nG]T) ¢

With the exception of these two postulates, we have proven the correctness of our syntactic deriva-
tive function.

Parsing Tying it all together, we show how to parse a string following a grammar. We only care
about grammars without variables, so all the environments are empty (A ()).

parse : (G : Gram zero) — (w : String) — Dec ([ G ] (A ()) w)
parse G [| = v? G (A ()
parse G (c :: ¢s) = map? (6730 G (A () (A ())) (parse (7 (A () (A ()) (A )) (A () G ¢) cs)

This is a correct parser for context-free grammars.

4 Discussion
Finally, we want to discuss three aspects of our work: expressiveness, performance, and simplicity.

Ezxpressiveness We conjecture that our grammars which include variables and fixed points can
describe any context-free language. We have shown the example of balanced the bracket language
which is known to be context-free. Furthermore, Grenrus shows that any context-free grammar can
be converted to his grammars [4], which are similar to our grammars. The main problem is showing
that mutually recursive nonterminals can be expressed using our simple fixed points, which requires
Bekié’s bisection lemma [2]. Formalizing this in our framework is future work.

Going beyond context-free languages, many practical programming languages cannot be ade-
quately described as context-free languages. For example, features such as associativity, precedence,
and indentation sensitivity cannot be expressed directly using context-free grammars. Recent work
by Afroozeh and Izmaylova [[] shows that all these advanced features can be supported if we extend
our grammars with data-dependencies. Our framework can form a foundation for such extensions
and we consider formalizing it as future work.

Performance For a parser to practically useful, it must at least have linear asymptotic complexity for
practical grammars. Might et al. [5] show that naively parsing using derivatives does not achieve that
bound, but optimizations might make it possible. In particular, they argue that we could achieve
O(n|G|) time complexity (where |G| is the grammar size) if the grammar size stays approximately
constant after every derivative. By compacting the grammar, they conjecture it is possible to achieve
this bound for any unambiguous grammar. We want to investigate if similar optimizations could
be applied to our parser and if we can prove that we achieve this bound.

Simplicity One of the main contributions of Elliot’s type theoretic formalization of languages [B]
is its simplicity of implementation and proof. To be able to extend his approach to context-free
languages we have had to introduce some complications. Most notably, we use fuel to define the
semantics of our grammars. We have explored other approaches such as using guarded type theory,
but we did not manage to significantly simplify our formalization. Furtheremore, we expect that
many proofs remain simple despite our fuel-based approach.



In conclusion, we have (almost) formalized context-free grammars using a type theoretic ap-
proach to provide fertile ground for further formalizations of disambiguation strategies and parsers
that are both correct and performant.
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